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The parameters of the unedf2 nuclear energy density functional (EDF) model were obtained in an

optimization to experimental data consisting of nuclear binding energies, proton radii, odd-even mass

staggering data, fission-isomer excitation energies, and single particle energies. In addition to param-

eter optimization, sensitivity analysis was done to obtain parameter uncertainties and correlations.

The resulting unedf2 is an all-around EDF. However, the sensitivity analysis also demonstrated that

the limits of current Skyrme-like EDFs have been reached and that novel approaches are called for.
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1. Introduction

The development of a universal nuclear energy density functional (EDF) capable of explaining

and predicting static and dynamic properties of atomic nuclei is one of the important goals in the

low-energy nuclear physics. This was also one of the main research efforts in the UNEDF SciDAC-2

project [1]. During this project, the Skyrme-like EDFs unedf0 [2], unedf1 [3], and unedf2 [4] were

developed. The nuclear EDF is a key element in the nuclear density functional theory (DFT). At

present, DFT is the only microscopic theory which can be applied throughout the entire nuclear land-

scape. Because parameters of the nuclear EDF cannot be precalculated with sufficient accuracy from

any theory, they must be calibrated to experimental input. An important aspect of the UNEDF project

and the calibration of these EDFs was the joint collaboration of physicists, applied mathematicians,

and computer scientists working together toward a common goal.

With the unedf0 EDF we established our EDF parameter optimization procedure. By incorpo-

rating recent developments in optimization techniques and increased computational power, the op-

timization could be carried out for the first time at the deformed Hartree-Fock-Bogoliubov (HFB)

level. Since deformation properties of unedf0 were found to be inadequate, the unedf1 optimization

paid attention to the fission properties in the actinide region. With the inclusion of data points on
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fission isomer excitation energies, the resulting unedf1 EDF reproduced fission barriers in actinides

well. The optimization of unedf2 focused on the shell structure. Here, the tensor part of the EDF was

also included in the set of optimized parameters. To constrain tensor coupling constants, data from

single-particle levels was included in the experimental data set. In addition to parameter optimization,

all unedf parameterizations also provided results from the sensitivity analysis.

2. Theoretical framework

In the Skyrme-EDF framework, the total energy of a nucleus is a functional of the one-body

density matrix ρ and the pairing density matrix ρ̃. The total energy is a sum of kinetic energy, Skyrme

energy, pairing energy, and Coulomb energy. The time-even part of the Skyrme energy density reads

E
Sk
t (r) = C

ρ
t [ρ0(r)]ρ2

t (r) +Cτt ρt(r)τt(r) +C
∆ρ
t ρt(r)∆ρt(r) +C∇J

t (r)ρt(r)∇ · Jt(r) +CJ
t J

2
t (r) , (1)

which is composed of isoscalar (t = 0) and isovector (t = 1) densities. The density dependent coupling

constant in Eq. (1) is defined by

C
ρ
t [ρ0(r)] = C

ρ

t0
+C

ρ

tD
ρ
γ

0
(r) . (2)

Standard definitions of densities appearing in Eq. (1) can be found in Ref. [5]. The volume coupling

constants,
{

C
ρ

t0
,C
ρ

tD
,Cτt , γ

}

, can be related to the infinite nuclear matter (INM) parameters [2]. In all

unedf energy density optimizations the volume part was expressed by these INM parameters. In addi-

tion to the Skyrme energy density part, the pairing term was taken to be the mixed type pairing force

of Ref. [6], with Vn
0

and V
p

0
as the corresponding neutron and proton pairing strengths, respectively.

The optimization of unedf2 was done by minimizing an objective function χ2(x) with respect to

the model parameters x,

χ2(x) =
1

nd − nx

nd
∑

i=1

(

si(x) − di

wi

)2

, (3)

where nd and nx are the number of data points and number of model parameters, respectively. Further-

more, si(x) is the value of the ith observable, as predicted by the model and di is the corresponding

experimental value. The experimental data set consisted of binding energies of 29 spherical and 47

deformed nuclei, 13 odd-even mass staggering (OEM) data points, 28 proton radii, 4 fission isomer

excitation energies, and 9 single-particle (sp) level energy splittings. The used experimental proton

radii values were deduced from the measured charge radii. Lastly, wi in Eq. (3) is the weight of the

ith observable. Here, the selected weights were 2 MeV for binding energies, 0.02 fm for proton radii,

0.1 MeV for OEM data, 0.5 MeV for fission isomer excitation energies, and 1.2 MeV for sp-level

energies.

3. The unedf2 energy density

The optimization of all unedf EDFs was carried out at the axially deformed HFB level, with the

computer code hfbtho [7]. This code solves the HFB equations in an axially symmetric deformed

harmonic oscillator (HO) basis. All the nuclei were computed in a space of 20 major HO shells.

Similarly to the unedf0 and unedf1 parameterizations, the optimization was carried out by using

the pounders algorithm [8], which was found to be significantly faster compared to the traditionally

used Nelder-Mead algorithm [2]. The unedf2 optimization utilized a hybrid parallel OpenMP+MPI

scheme. Similarly to the unedf0 and unedf1 optimizations, the parameters of the functional were

not allowed to attain unphysical values, so bounds were imposed on the range of variation for each

parameter.
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In addition to the optimization, we did a complete sensitivity analysis for the optimized parame-

ter set in order to obtain standard deviations and correlations of the model parameters. The sensitivity

analysis provides useful information about which of the parameters are strongly correlated and which

of the parameters are poorly determined by the employed data set. This analysis also can be used to

estimate the impact of one data point on the position of the χ2(x) minimum. Most importantly, sensi-

tivity analysis is an important tool when addressing the predictive power of the model and associated

model uncertainties. Once the covariance matrix is known, the model errors can be propagated [9–14].

In particular, when an EDF model is used in extrapolation to an experimentally unknown region, the

role of the model errors becomes prominent.

A numerical criterion, based on linear response theory in symmetric nuclear matter, was estab-

lished in Ref. [15] to determine the eventual presence of finite-size instabilities in calculations of the

nuclei. We verified that unedf2 respects this criterion, thus making it a reliable EDF for the calculation

of finite nuclei.

Table I. The unedf2 parameterization. Listed are parameter name, parameter value, and standard deviation

σ for each parameter. Energy per particle (E), nuclear matter incompressibility (K), symmetry energy (asym),

and the slope of symmetry energy (L) are in units of MeV, saturation density (ρc) is in units of fm−3, scalar

effective mass (1/M∗s ) is unitless, C
∆ρ
t , C∇J

t , and CJ
t are in units of MeV fm5, and V

n/p

0
is in units of MeV fm3.

Parameter Value σ Parameter Value σ

E −15.8 N/a C
∆ρ

0
−46.831 2.689

ρc 0.15631 0.00112 C
∆ρ

1
−113.164 24.322

K 239.930 10.119 Vn
0

−208.889 8.353

1/M∗s 1.074 0.052 V
p

0
−230.330 6.792

asym 29.131 0.321 C∇J
0

−64.309 5.841

L 40.0 N/a C∇J
1

−38.650 15.479

CJ
0

−54.433 16.481

CJ
1

−65.903 17.798

Table I lists the unedf2 parameterization, along with the corresponding parameter standard devi-

ations. The volume part of the EDF, expressed by INM parameters, is listed in the left column. In the

sensitivity analysis, the parameters that hit the set boundaries during the optimization were excluded.

Also, since the data set was incapable of constraining the vector effective mass, the SLy4 value of

1/M∗v ≈ 1.250 was used [16]. (See the supplementary material of Ref. [4] for precise presentation of

the parameterization.) When comparing unedf2 parameter uncertainties to those of unedf1, the un-

edf2 parameters usually have the same or smaller magnitude. Furthermore, the parameter uncertainty

interval with unedf1 is usually narrower compared to unedf0, which indicates that the unedf2 EDF

is better constrained with the current data, and – given the current observables – any major further

improvement is unlikely.

The nuclear ground-state properties predicted by the unedf2 EDF were computed for the whole

even-even nuclear landscape. This was done with a parallel calculation scheme where each nucleus

was distributed to a separate CPU core [18]. The same setup was also used for evaluation of the

systematic error for the boundaries of the nuclear landscape, as predicted by various Skyrme-EDF

models [19]. Fig. 1 shows the calculated residuals of the even-even nuclear binding energies with the

unedf2 EDF. As shown, the residuals are not randomly distributed, and clear arc-like features can

be seen, common to many mean-field methods. This is one indication that Skyrme-like models are

lacking some physics. The total root-mean-square (r.m.s.) deviation from the experimental data was

1.95 MeV, which is a bit higher compared to 1.43 MeV for unedf0, but similar to the 1.91 MeV for
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Fig. 1. The residuals of the even-even nuclear binding energies, calculated with unedf2, compared to exper-

imental data of Ref. [17]. The lines indicate isotopic chains.

unedf1. For two-neutron separation energies, the r.m.s. deviation of unedf2 was 0.84 MeV and for

two-proton separation energies the r.m.s. deviation was 0.78 MeV. With these observables, the r.m.s.

deviation for unedf0 and unedf1 was similar in magnitude. With the proton radii, the unedf2 r.m.s.

deviation was 0.018 fm, which is about the same as unedf0 and unedf1.
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Fig. 2. Calculated proton single particle energies in 48Ca and 132Sn with unedf0 (UN0), unedf1 (UN1), and

unedf2 (UN2) EDFs compared to the experimental data of Ref. [20]. The experimental data were deduced from

the spectra of neighboring odd-even nucleus and the binding energy differences between doubly magic nuclei

and their corresponding odd-even neighbors.

As mentioned, one focal point of the unedf2 study was the shell structure. Fig. 2 shows proton

single particle (sp) levels in 48Ca and 132Sn as calculated with unedf EDFs. All the sp-levels here,

as well as during the optimization of unedf2, were calculated within the equal filling quasiparticle

blocking procedure. The total r.m.s. deviation of the sp-levels in doubly-magic nuclei with unedf2,
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from the experimental levels of Ref. [20], was 1.38 MeV. This is close to the best possible r.m.s.

deviation that can be attained with a Skyrme-like EDF [21]. The two-particle separation energies

across the shell gaps of doubly-magic nuclei were reproduced better with unedf2 when compared to

unedf0 and unedf1.

4. Conclusions

The unedf2 EDF was optimized to the experimental data set containing a rather large variety

of observable types. The optimization also included tensor coupling constants, which could be con-

strained due to the expanded data set used. The performance of unedf2 was tested against various

experimental data [4]. Global properties were found to be on par with the previous unedf1 parame-

terization. Fission properties of unedf2 were slightly degraded from those of unedf1, particularly for

the outer barrier heights. The unedf2 EDF can be viewed as a balanced all-around EDF.

In addition to parameter optimization, sensitivity analysis was done to obtain parameter un-

certainties and correlations. This sensitivity analysis clearly demonstrated that the limits of current

Skyrme-like EDFs have been reached and that novel approaches are called for. Similar conclusions

were obtained in other studies, that is, any further major improvements with Skyrme-like EDFs are

unlikely [21, 22]. To improve the current situation, new theoretical efforts have been launched. For

example, the novel EDFs with higher order terms [23–26] or enriched density dependence [27, 28]

could capture more physics and reduce systematic errors in theory.
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